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Abstract
Location-based dating (LBD) apps enable users to meet new people nearby and online by browsing others’ profiles, which often contain very personal and sensitive data. We systematically analyze 15 LBD apps on the prevalence of privacy risks that can result in abuse by adversarial users who want to stalk, harass, or harm others. Through a systematic manual analysis of these apps, we assess which personal and sensitive data is shared with other users, both as (intended) data exposure and as inadvertent yet powerful leaks in API traffic that is otherwise hidden from a user, violating their mental model of what they share on LBD apps. We also show that 6 apps allow for pinpointing a victim’s exact location, enabling physical threats to users’ personal safety. All these data exposures and leaks – supported by easy account creation – enable targeted or large-scale, long-term, and stealthy profiling and tracking of LBD app users. While privacy policies acknowledge personal data processing, and a tension exists between app functionality and user privacy, significant data privacy risks remain. We recommend user control, data minimization, and API hardening as countermeasures to protect users’ privacy.

1 Introduction
Location-based dating (LBD) apps enable users to meet new people nearby and online, for relationships, casual encounters, or friendships. Since the launch of Grindr in 2009 and Tinder in 2012, these apps have become increasingly popular: for example, Match Group’s app portfolio sees nearly 100 million monthly active users [75].

Users of these apps reveal highly personal and sensitive information in their profiles, making them susceptible to violations of their social privacy by other individuals [53, 54, 114]. Additionally, these LBD apps are unique in that users share this data with people they might not (yet) know, as opposed to other social networks where data sharing usually entails a prior social connection [48]. Adversaries in this scenario are focused on extracting personal information, including location data, of one or more LBD app users. They achieve this through normal interaction with the platform, regardless of whether the target is a prior acquaintance or an individual they encounter for the first time on the app. The adversary’s malicious intentions can span a broad range. For example, they may want to gather identifying information, such as name, age, and photo, to engage in social engineering or steal a user’s identity [30]. As another example, the adversary may want to learn a user’s sexual orientation, to extort [90] or even prosecute them [17, 119]. Last but not least, sharing one’s location is crucial to these apps, as users are shown profiles of people in their vicinity. However, the adversary can use that location to physically stalk people [30], and in extreme cases, carry out assaults and murder of LBD app users [106]. Given these potentially severe risks to a person’s virtual and physical safety, and genuine user concerns about those risks [81], LBD apps must carefully protect users’ personal data, in particular preventing any (inadvertent) leaks.

In this paper, we systematically analyze 15 popular LBD apps with at least 10 million downloads on the extent to which they cause privacy risks stemming from the sharing of personal and sensitive data with other users. We develop our evaluation in three steps. First, we analyze how easily the adversary can create an account on LBD apps to stealthily gather private user data. Then, we measure which personal data is shared by these apps, including sensitive attributes, dating-sensitive data, and users’ exact locations. Finally, we examine how the privacy policies of these apps discuss the collection and potential leaking of personal data.

In our privacy risk analysis, we consider two types of data sharing. Intended sharing is known to an LBD app user, as the shared data is shown in the user interface (UI). Through our systematic manual traversal of each app’s functionality, we find that LBD apps expose large amounts of personal data to other users, enabling the extraction of (sensitive) personal traits, including by our least sophisticated adversary who only uses the app’s UI. Most apps require sharing identifying information such as name and age with others. Equally, the UI often displays legally protected sensitive data [115] such as ethnicity or sexual orientation.
Inadvertent sharing concerns data that is hidden in the UI but that the adversary can still retrieve, which stands in direct conflict with the user’s perception of what they are sharing and what others can therefore learn about them, representing the most severe violations of the user’s privacy expectations. We simultaneously examine the API traffic between the LBD app and its server, discovering several APIs that leak (sometimes explicitly hidden) personal data to an attacker who has capabilities to inspect or even modify traffic – or is aided by others or easy-to-use tools. API leaks are particularly prevalent for app usage data related to the dating process, which may cause particular embarrassment or stigma, e.g., by revealing another user’s likes or preferences, or allow for fine-grained monitoring, e.g., by leaking the last activity time. Given its sensitivity, we extensively evaluate whether apps – again, un unknowingly to users – allow extracting a user’s exact location by being susceptible to one of three forms of trilateration. We find that 6 apps that do so, despite proven countermeasures that prevent such an attack, such as grid snapping on Tinder.

Together with the ability to retrieve multiple profiles at once, permanently request one user’s profile at any time, and easily create accounts, all these data exposures and leaks enable targeted or large-scale, long-term, and stealthy profiling and tracking of LBD app users. While the privacy policies of these apps tend to be compliant with data protection law by outlining which data they process, and some even acknowledge the potential for leaks (including locations), they mostly place the burden of protecting privacy and cautious data sharing on the users themselves, with only some apps providing actionable privacy controls. To help users in preserving their privacy in light of our findings, our recommendations for countermeasures focus on two aspects. First, given the tension between app functionality and user privacy, where users may feel compelled to share data, and services nudge them to do so, LBD app users should gain more control over what they share and with whom. Apps could consider reducing data gathering, to improve user privacy regarding intended sharing. Second, given inadvertent sharing of potentially sensitive data, LBD apps should prevent data leaks by hardening APIs. After our analysis in January 2023, we disclosed our findings to all affected apps, leading to concrete fixes of our discovered leaks, therefore improving users’ privacy and reducing the potential threats associated with using LBD apps.

In summary, our main contributions are:

- For 6 apps, these leaks include a user’s exact location, enabling physical threats to personal safety.
- We propose countermeasures to better protect users’ personal data and locations, and responsibly disclosed our discovered vulnerabilities to the LBD app vendors.

2 Background

2.1 Location-based Dating Apps

Location-based dating (LBD) apps [13, 58] are social matching systems [137] that recommend people to each other, usually based on their personal traits and preferences. These apps fall into the class of location-based social networks [26, 77, 159], location proximity services [103], or people-nearby applications [140, 143]. They tend to be accessed on mobile (although some services have web apps), and usually use the phone’s GPS to determine the user’s exact location and then show (only) other users in close proximity. While these apps are commonly referred to as ‘dating apps’, they allow users to search for and engage in a variety of interpersonal relationships, including long-term romantic relationships, casual sexual encounters, platonic friendships, or business networking. The motives for using these apps further extend to, a.o., entertainment, curiosity, social approval, and a sense of community [139, 143]. These apps differ from most (location-based) social networks, as LBD apps do not require a prior social connection to see another user’s information – i.e., other users can be strangers –, whereas social networks usually only share such information with connected users [103].

Most LBD apps work as follows. A user registers with the platform and completes their profile, listing their own traits such as age, gender, or interests, and generally uploading one or more photos. They also set filters for the traits of others, such as maximum distance, gender, or age range. The app then displays other users’ profiles, which often list their location or distance, with two possible ways of browsing profiles. In the card stack model, the app generates a queue of other users that fit the desired criteria. It then shows these users one by one as cards on a stack. The user indicates whether they (dis)like the currently shown other user (colloquially: “swiping”), requiring a decision before being able to move on to the next user. If the user likes another user, nothing happens until (and unless) that other user reciprocates the like, in which case the two users “match” and can start messaging each other through the app. In the grid model, the app shows all nearby other users at once, allowing the user to select and view profiles at their leisure. The user can usually immediately start a conversation with any user, without the need to explicitly match beforehand. Apps can offer both modes. Apps usually operate on a ‘freemium’ basis, with a paid subscription or individual purchases giving access to more features, some of which are privacy-related, such as hiding age or distance.
2.2 Related Work

Location-based social networks, such as LBD apps, have long been shown to be vulnerable to inference attacks that reveal users’ current or sensitive locations (e.g., a home). Early works treated the topic more theoretically and formally [26, 73, 87, 122, 123, 149, 159], mainly using simulated behavior to prove location leaks. Later on, location inference through trilateration was shown to be possible on various real-world services [77, 103, 157, 158]. Other forms of location inference were also shown to be feasible, such as triangulation [148], trace fitting [60, 89], probabilistic heuristics [33, 72], clustering [37], or machine learning [154]. In Section 5.5, we assess whether previously discovered vulnerabilities to location inference attacks specific to LBD apps are still present.

Outside our threat model, LBD apps may persist personal data on a user’s device, which may become a (surveillance) privacy risk when that data is retrieved from that device in a forensic investigation. Several works analyzed these forensic artifacts that LBD apps leave behind, focusing on, a.o., Tinder [39, 61, 68], happn [69], Bumble [11, 61], Grindr [39, 61], and other popular dating apps [20, 39, 68, 88]. An adversary that can intercept a victim’s network traffic can also gather sensitive data sent and received by LBD apps [100, 120], or an outsider exploiting platform vulnerabilities (e.g., breaching databases or stealing credentials to retrieve private data) [8, 100, 120], or an outsider exploiting platform vulnerabilities (e.g., breaching databases or stealing credentials to retrieve private data) [16, 32, 86]. As such, we primarily study app privacy policies focused on third-party data sharing [18, 61], while we assess their description of sharing with other users. Our work also integrates these privacy dimensions – data exposure, (location) leaks, privacy policy analysis – to comprehensively examine these apps’ privacy posture, situating itself in the space of cross-dimensional privacy analyses for specific app ecosystems [42, 57, 99]. Finally, our work expands and updates the state-of-the-art knowledge, providing crucial insights into the manner in which these LBD apps continue to handle users’ personal and sensitive data.

3 Scope and Motivation

3.1 LBD Apps Selection

For our analysis, we select the most popular LBD apps, based on their download count in the Google Play Store. Through an initial exploration, we observe that LBD apps are primarily listed under the Dating, Lifestyle, and Social categories. We crawl metadata, descriptions, and the ranking for all apps in these three categories in four countries that are leading markets for LBD apps [2], through an internal Play Store API [5]. We filter on dating-related apps in the Lifestyle and Social categories by searching the keyword ‘dating’ in the name or description. We then manually review the top apps on whether they provide location-based dating. For our in-depth analysis, we retain all apps with more than 50 million downloads as well as those in the Dating category with more than 10 million downloads and a top 10 rank in at least one country, if they fit our definition of an LBD app and appear to be genuine; we omit two apps for the latter reason. Table 1 lists the final selection. Our analysis reflects the most recent versions of these apps as of January 2023 (Appendix A). We only analyze dating-related modes, i.e., not other modes such as Bumble BFF for finding friends. Almost all apps cater to a general audience; Tantan targets an Asian or Asian American audience, and Grindr targets LGBTQ users.

3.2 Threat Model and Analysis Scope

Our goal is to analyze which private information the adversary can obtain about another person who uses an LBD app. This differs from models where the adversary is the platform itself or an affiliated third party (e.g., improperly storing or forwarding private data) [18, 91, 98], an intermediate party on the network (intercepting the traffic containing private data) [8, 100, 120], or an outsider exploiting platform vulnerabilities (e.g., breaching databases or stealing credentials to retrieve private data) [16, 32, 86]. As such, we primarily study

---

1France, Germany, United Kingdom, United States.

2Despite their apparent popularity, we omit iHappy and SweetMeet, both operated by FlintCast, as they appear to contain mostly fake profiles with a gift-giving monetization model, appear to have fake positive app store reviews, and otherwise have no mainstream online recognition.
breaches of social privacy, i.e., towards other individuals, instead of institutional or surveillance privacy, i.e., towards service providers, governments, etc. [54, 114]. The adversary uses only the information that a regular user can retrieve through client-side interactions with the service, and as such cannot use any other means to retrieve the information, e.g., infiltrating the platform’s servers or escalating the privilege of their account. The malicious intentions of the adversary can be diverse and can relate to both virtual and physical privacy and safety [30]: using personal data for social engineering or identity theft [21, 30, 35, 48, 117], stalking or harassing a person online or physically [21, 30, 38, 48, 109], monitoring their partner [25], searching real-life acquaintances [28, 30, 139], up to nation-state surveillance and prosecution of at-risk populations [17, 90, 119] or physical violence [106].

We assume an adversary can access both the web and mobile app when both exist, since some data may be exclusive to either one. We consider three levels of technical sophistication for the adversary, with the required abilities affecting the extent to which they can gather personal data:

1. The least sophisticated adversary only observes personal data that is readily visible in the (web or mobile) user interface. This adversary type has been called a “no-tech hacker” [80] or “UI-bound adversary” [46]. This adversary requires no special technical skills, i.e., everyone could fit this adversary model.

2. A more technically sophisticated adversary inspects the network traffic to discover additional data. For web apps, this is easily achieved using browser developer tools, regardless of whether traffic is TLS-encrypted. For mobile-only apps, the adversary will need to capture (possibly TLS-encrypted) mobile web requests, which may require circumventing measures such as certificate pinning [108].

3. The most technically sophisticated adversary modifies and injects network traffic, which requires reverse engineering the app’s API and circumventing integrity checks, e.g., in the form of message signatures.

Our own analysis proves that, even despite the mentioned protection mechanisms, these adversary models are nearly always feasible for the apps in our scope, as we could inspect and modify network traffic for both web and mobile apps. Moreover, adversaries who are less technically skilled themselves could receive support or use existing tools for inspecting and/or modifying traffic and thereby extract hidden private data from LBD apps. This model has been shown to exist in practice. In the context of intimate partner surveillance, which is a potential motivation for our adversary, discussions where users share tools and tactics to collaborate on technically sophisticated attacks have been observed on online infidelity forums [141] and TikTok [152]. (Proof-of-concept) apps previously executed trilateration for Tinder [144] and Grindr [94] users, while a browser extension displayed additional features hidden in OkCupid’s API [67], all through an easy interface without requiring technical skills.

The adversary can target either one specific user or the entire (local) service user base for mass data collection [21, 117]. We assume that the adversary can discover a victim’s profile, but not that they match. In case the adversary has a specific target, this may require (roughly) knowing where the target is located, such that the adversary can put themselves sufficiently close to see the target’s profile. This is not an unreasonable assumption: stalkers and their victims usually know each other [126], and people often share their current city online [24]. Given the ability to spoof the location data sent to a service, the adversary does not need to be physically near the target(s).

We assume that the adversary is able to create one or more profiles on the service. In Section 4, we determine whether services verify that a user is real, and see that services may require a working phone number or a verified photo, but overall, the account requirement is not a high barrier for an adversary. In order to parallelize requests and speed up data gathering, the adversary may opt to create and deploy multiple Sybil accounts [145, 156], but only one account is required as a strict minimum for our attacks to work. The adversary sets up a minimally complete profile, to be maximally stealthy. This allows them to collect data while the target is not aware that they are being observed. Our victim can fill in their profile entirely, but will configure it to be as privacy-conscious as possible, i.e., hiding data whenever allowed by the service. We assume both our adversary and victim to use a free account, though we note that premium services often include additional privacy features, such as hiding additional fields.

3.3 Ethical Considerations

As we will show, users share very sensitive and personal data on dating apps. We therefore design our experiments to be as ethical and privacy-conscious as is feasible, while still allowing for executing our study. We abide by ethical standards that are established in our community, focused on providing maximal benefits while minimizing harm [10, 56, 85]. Our study was approved by our university’s privacy and ethics board. Due to the lack of meaningful interactions with or data collection on real users, our study was not considered to be human subjects research.

For each service, we set up at least two fresh profiles, using dedicated email addresses and phone numbers. After these profiles discover each other, we collect their metadata and possibly have them interact (e.g., like each other) to gather additional data. We do not gather or analyze any data on real users. We sometimes need more than two accounts, to validate all possible interactions, e.g., (dis)likes or colluding accounts, or when profiles are taken down between initial account creation and the final exploration, possibly because of us disclosing our research purpose.

---

Footnote:

3Only for two apps (Tantan and Jaumo), we were unable to reverse-engineer the message signature with reasonable effort (i.e., without extensive disassembly), preventing the analysis of exfiltration leaks.
users and do not meaningfully engage with them. We disclose our academic research purposes on the profile picture and/or in the biography, and request to ignore the profile to discourage users from interacting with us. The only interaction we possibly have with real users is to dislike their profile in order to continue onto our self-made profiles. This also means we do not deploy meaningful deception towards the services or their users. While our fake accounts might violate the services’ Terms of Service, we believe that this is warranted as our research is in the public interest and its benefits for user privacy and safety outweigh the potential minimal harm to the platforms or their users [104]. We responsibly disclosed our findings to the services that we study and worked with them to resolve their issues (Section 7.3).

3.4 Limitations

Our scope definition and ethical protocol limit which privacy breaches we (can) analyze. We do not analyze whether (free-form text) self-descriptive biographies or photos contain any personal data [96], nor do we attempt to understand whether profile data can be used to cross-reference users between services or with other social media platforms [22, 71, 130], in particular as this would entail collecting real user data.

We cannot be certain that our analysis or reverse engineering process fully uncovers all data leaks, e.g., if we miss an API endpoint through which such a leak would occur. In addition, we analyze apps in a European Union country, where the General Data Protection Regulation (GDPR) is in force, which may affect the extent of private data collection and exposure by apps. Our findings may therefore not fully reflect the data leaks that happen in other jurisdictions.

4 Account Creation Security

We first assess how easy it is for an adversary to create a (fake) account to browse profiles on an LBD app. Sufficient protections and requirements for account creation can expose the adversary to other users, and therefore reduce the adversary’s ability to easily and stealthily gather private user data. We consider two types of undesirable exposure: the adversary may want to remain anonymous and limit the information held by the platform (institutional privacy), e.g., to avoid that platforms can share this with law enforcement agencies when actions may be prosecutable (e.g., stalking); and they may want to remain hidden from other users (social privacy) to avoid awareness that they are present on the platform. In this section, we analyze the account creation requirements from the adversary’s perspective, seeing them as security measures. Evidently, these requirements also cause friction for legitimate users, as they impose personal data sharing; in the next section, we therefore approach them as privacy risks. Table 2 lists our detailed analysis of account creation security across the 15 LBD apps in our scope.

All services require an email address, except Tantan and Bumble which do not support email login, Badoo which requires either an email address or a phone number, and Jaumo which only requires an email address once a user wants to log out (to create a persistent account identifier to log in again). An email address is easy to acquire (anonymously), yet for 7 services it is a sufficient identifier to create an account, access the service, and view other user profiles. The other 8 services require a valid phone number, which will be verified through an SMS One-Time Password [83]. Phone numbers are more cumbersome to acquire, and pose a higher barrier for the adversary to create accounts. In particular, most countries implement mandatory SIM card registration [1], making it impossible to legally acquire a phone number fully anonymously there, breaking institutional privacy.

Once the account has been registered, the adversary must complete the account’s profile. While 8 apps require in their terms of service that the provided profile data such as a name must be real, no app appears to verify the user-provided data, therefore posing no barrier to an adversary. 12 apps require that a user uploads a photo, with all except Tinder requiring that it is a face photo. Of course, an adversary could upload any person’s face photo to maintain social privacy. As an additional safety feature, 13 apps then provide face verification, although this is optional except on Bumble. This step results in a profile badge, increasing trustworthiness [3, 31]. A user needs to complete an app-specific challenge while showing their face to get verified: for example, on Tinder or Bumble they must strike a given random pose, and on LOVOO they must hold a piece of paper with their name and a unique code. This image is also compared to the user’s profile photo; the verification is invalidated if the profile photo is later changed. This requirement for a genuine profile photo can expose the adversary to other users, breaking social privacy.

Overall, the strictest service appears to be Bumble with mandatory phone and face verification. Conversely, some apps enable the adversary to browse other profiles anonymously, e.g., by allowing a profile to be empty (Grindr), and/or stealthily, e.g., by only requiring an email address and not a photo (MeetMe and Tagged) or by hiding one’s own profile from others because it is incomplete (Hinge).
5 User Data Privacy Risks

With our accounts, we can now examine what private data an adversary can learn about one or all other users. We consider four data categories: personal data, sensitive data, app usage data, and location. For each category, we distinguish three modes of data exposure and leaks, mapping to our three levels of adversary sophistication (Section 3.2):

1. **user interface (UI) exposure**, where the data is readily shown in the UI to a technically unskilled adversary.

2. a **traffic leak**, where additional data is included in network traffic that is automatically sent to the user, but not shown anywhere in the UI. Such leaks require that adversaries can (or are helped to) passively intercept and view traffic.

3. an **exfiltration leak**, where the adversary must actively extract data from the service. This can be achieved programmatically by forging network requests, or using automated API requests that are chained to use previous responses (e.g., extracting profile properties using filters).

These modes also map to our distinction between intended sharing, i.e., UI exposure, and inadvertent sharing, i.e., traffic and exfiltration leaks. For the former, intended sharing, LBD app users can observe this data themselves for other users, and can therefore reasonably be assumed to be aware that their own data is also shared with others. Nevertheless, there are still significant privacy risks associated to this data sharing, as the adversary can abuse this data for purposes such as social engineering, identity theft, or extortion. We evaluate the UI exposure of data fields based on their incidence: whether apps make the fields mandatory and then *always* show these to other users, whether apps either display fields but make them optional or provide the choice to show/hide a mandatory field *(if set/shown)*, or whether apps do not display or support the field and it is thus *never* shown. This represents the agency users have regarding what data they want to share, and the extent to which the app desires to collect data.

The latter, inadvertent sharing, represents data hidden in the UI for which users are therefore not aware of the data being shared. This results in a severe violation of their expectations of privacy towards other users, and an information asymmetry, as only adversaries with the capability to discover this data can abuse this data. These leaks also represent genuine vulnerabilities in the implementation of LBD apps.

For Tables 3 to 6, we use the following symbols to represent each mode’s incidence:

<table>
<thead>
<tr>
<th>Incidence</th>
<th>UI Exposure</th>
<th>Traffic Leak</th>
<th>Exfiltration Leak</th>
</tr>
</thead>
<tbody>
<tr>
<td>Always</td>
<td>⬤</td>
<td>⬤</td>
<td>⬤</td>
</tr>
<tr>
<td>If set/shown</td>
<td>⬤</td>
<td>⬤</td>
<td>-</td>
</tr>
<tr>
<td>Never</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

5.1 Analysis Methods

We design our systematic app analysis to elicit the three types of data exposure and leaks that we consider. We opt for manually reverse engineering each app’s API, rather than (semi-)automatically searching leaks [70, 78], to achieve maximum coverage across potentially leaked attributes, API endpoints, message formats, and possible obfuscation techniques. First, we interact with the various functionalities of the app and list the data displayed in the UI (searching user interface exposure). Simultaneously, we capture the associated API traffic and examine whether it contains additional data that is not displayed in the UI (searching traffic leaks). We also examine any API calls that access the user’s own profile for any enumeration of fields that are not leaked to others by default (e.g., email). Then, we add these fields to requests for API endpoints that retrieve data on other users and observe whether the API then exposes the additional fields (searching exfiltration leaks). These exfiltration leaks also include the automation of the location attacks that we perform on the 15 services (Section 5.5), by developing scripts that reliably and repeatedly spoof our location with modified API requests. Lastly, we upload a photo with EXIF data and check whether the photo as seen by another user contains the original EXIF data (e.g., GPS data) [47]. Two authors independently conducted this process for each application and compared results, serving to minimize potential errors. The conclusive set of features, along with their respective sensitivity levels, was settled upon after a discussion with all authors. Where necessary, app analyses were (partially) repeated to verify results.

If the service provides a feature-complete web app, we use Google Chrome’s browser developer tools to directly monitor the LBD app’s API traffic. If the service or some of its core features are only available on mobile, we run the mobile app either in an emulator or on a real device running Android. We use HTTP Toolkit [101] to intercept and decrypt Android HTTPS traffic, using Frida [113] to circumvent certificate pinning where necessary. For the exfiltration attacks, we use the Python Requests library [116] to automate API traffic.

5.2 Personal Data

We first consider leaks of personal data or personally identifiable information (PII), which can lead to identifying a specific person, either on its own or when combined with other data. Services are required to adhere to legal principles before they are allowed to process such personal data. For example, article 5 of the European General Data Protection Regulation (GDPR) requires that personal data is “processed lawfully, fairly, and in a transparent manner” [115]. More broadly, users may have various levels of comfort in sharing such personal data with others [95]. Finally, knowledge of these attributes enables in part the malicious intents within our threat model (Section 3.2), e.g., social engineering or...
identity theft. Table 3 lists our detailed analysis of leaks of personal data across the 15 LBD apps in our scope. We now summarize the main findings of this analysis.

### 5.2.1 User Interface Exposure

#### Name

11 services require that users provide their first name and show this to other users, immediately providing one important piece of identifying information. POF, TanTan, and Grindr only use a nickname; on Grindr, this can be an empty string. Tagged requires both a (unique) nickname that is shown to others, and a first name that is not shown. On MeetMe, the user has the option to set and make their last name visible to other users.

#### Gender

All services require the user to set their gender\(^5\), except for Grindr (but it will show the gender if set). Only Bumble and OkCupid will always show the gender. Tinder, POF, and Hinge let users explicitly show or hide their gender.

#### Age

All services require setting a date of birth. All but Grindr will then always show the user’s age. Hinge offers the option to show the date of birth in the UI.

----

\(^5\)Note that most international data protection legislation does not recognize gender identity as “sensitive data” [44], even though it may be particularly sensitive for users with a non-binary gender identity or those who changed gender, or if gender could be a basis for discrimination.

#### Curriculum vitae

13 services ask about a user’s education (usually level and institution); 12 do so for employment (usually job title and employer). For POF and Hily, these fields are mandatory and will always be shown to others. Otherwise, they are usually optional but shown if set. In terms of languages spoken, 8 apps have it as an optional field that will then be shown. On POF it is again mandatory. Only Meetic allows setting and optionally showing a user’s nationality. 6 services require that users set and show their current place of residence (at town level). 3 more services let this field be optional but will show it if set. Bumble and Hinge optionally show a user’s hometown (where they grew up).

#### Family status

9 services allow a user to optionally set their current relationship status, and will then show it; in 7 of these, being married is among the relationship options. 11 services optionally show whether someone has children; on Hily, a user is required to set and show this. Finally, POF requires a user to set and show their number of siblings and birth order.

#### Miscellaneous

We do not find any app that shows or leaks the email address or phone number used for registration. 9 apps integrate with other social networks such as Instagram, but usually only show the contents of profiles there without the possibility to visit them. Only Grindr lets users (optionally) show their identifiers on other platforms. As mentioned in Section 4, 12 services require photos and will show these to others; the remaining 3 show them if provided. Photos on MeetMe still contain the original EXIF metadata, therefore potentially leaking the time when or location where the photo was made. All other services properly strip (sensitive) EXIF metadata. 13 services optionally show any personal interests the user has set. On 8 apps, these interests comprise personal values: for example, Bumble users can select feminism, voting rights, or Black Lives Matter. TanTan and MeetMe optionally allow to set and show one’s income.

### 5.2.2 Traffic Leaks

Beyond UI exposure, several apps leak certain fields as part of API traffic leaks. Tagged leaks the (required) first name and the first letter of the (optional) last name. Most services that do not display gender leak it. Tinder leaks specifically non-binary gender identities, as these are represented by a different field from the gender field. Tagged leaks the (mandatory) date of birth. happn leaks the (optional) place of residence. On Jaumo, employment, education, relationship status, marital status, children, and interests are purportedly only shown to others if those have also set these fields themselves, but they are leaked in API traffic to all users. Similarly, on Badoo, the relationship status and having children are only shown to others if they have a sufficiently complete profile, but the fields leak. Finally, Hily leaks identifiers for other platforms.
Table 4: Overview of data leaks for sensitive data.

<table>
<thead>
<tr>
<th>Racial or ethnic origin</th>
<th>POF</th>
<th>Jaumo</th>
<th>Grindr</th>
<th>Badoo</th>
<th>MeetMe</th>
<th>happn</th>
<th>LOVOO</th>
<th>Bumble</th>
<th>Hinge</th>
<th>OkCupid</th>
<th>Meetic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
</tr>
</tbody>
</table>

Table 5: Overview of data leaks for app usage data.

<table>
<thead>
<tr>
<th>Other was recently active</th>
<th>POF</th>
<th>Jaumo</th>
<th>Grindr</th>
<th>Badoo</th>
<th>MeetMe</th>
<th>happn</th>
<th>LOVOO</th>
<th>Bumble</th>
<th>Hinge</th>
<th>OkCupid</th>
<th>Meetic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
<td>○○○○</td>
</tr>
</tbody>
</table>

5.3 Sensitive Data

Certain personal information is considered particularly sensitive, for example, because it could enable discrimination [160] or because users simply feel uncomfortable sharing it [95]. Such data also enjoys explicit legal protection: for example, article 9 of the GDPR generally prohibits the processing of “special categories of personal data” [115]; we use these categories for our analysis. However, LBD apps enable and sometimes encourage users to share such information, as they also form a basis upon which users may want to select potential partners. Table 4 lists our detailed analysis of leaks of sensitive data across the 15 LBD apps in our scope. We now summarize the main findings of this analysis.

5.3.1 User Interface Exposure

Racial or ethnic origin 8 services let a user optionally set their racial or ethnic origin, although for Tagged and Bumble this is not possible in all countries. 7 of these will then show it if set, while on Hinge a user can explicitly hide it.

Opinions and beliefs 4 apps allow users to optionally set and show their political leaning. 7 apps allow users to optionally set or show their religious or philosophical beliefs, with POF requiring it to be set and shown.

Health data Data related to a user’s physical health is required for some services, including height, diet, eye or hair color, and smoking, alcohol, and recreational drug habits. Further attributes that are (only) optional are a user’s figure, exact weight, and fitness level. 5 apps allow to optionally set and show whether a user is vaccinated; on all these services, this can be for COVID-19, while Grindr also supports mpox and meningitis. Grindr also has an optional field for a user’s HIV status, including their last test date.

5.3.2 TrafficLeaks

As with personal data leaks, Jaumo leaks health-related fields to users for whom these fields are otherwise hidden in the UI as they have not set these themselves, and Badoo leaks health-related fields to those with an incomplete profile for whom the fields are hidden in the UI. The 4 apps that require to set a sexual orientation yet do not display it in the UI all leak it in API traffic.

5.4 App Usage Data

Next, we consider leaks of data that are related to app usage and the dating process, such as likes of others, recent activity, or the type of relationship sought. This data is strictly speaking not personal data, as they would not allow identifying a particular person. However, they are sensitive in the sense that users may not want (certain) other people to be aware of this data, e.g., to avoid stigma about their reasons for using LBD apps. Table 5 lists our detailed analysis of leaks of dating-sensitive data across the 15 LBD apps in our scope. We now summarize the main findings of this analysis.
5.4.1 User Interface Exposure

**Activity** All apps except Bumble show in their UI whether a user was recently active, which can be abused to track whether someone is actively using an LBD app (e.g., for stalking or monitoring a partner). 4 apps also display when the user was last active. Tagged displays when a user created their account.

**Preferences** All apps except Tantan allow a user to set the type of relationship they are searching for, such as a long-term relationship, casual encounter, or friendship. 5 apps require it and will always display it; 8 other apps will always display it if the user (optionally) sets it. Badoo and Hily require that a user sets whether they want children; Hily always displays it. 8 apps provide the option to set this field. 3 apps show in the UI what gender and age filters the other user has set. All these fields reveal the other’s dating intentions and preferences, which they may not feel comfortable sharing.

**Profile access** 8 apps offer the ability to revisit a user’s full profile using the UI at any time, as a user gets a link to a profile page. Some services also allow pausing the visibility of a profile to others. Of the 8 apps where this feature is free, 2 still display other profiles even when one’s own profile is paused, allowing for stealthy browsing of other profiles.

5.4.2 Traffic Leaks

**Profile access** Even though the card stack model suggests that users can only see one profile at a time, in the background all apps except OkCupid receive data for more than one user in one API response. In the grid model, Grindr is the outlier by requesting 100 full and 500 partial (i.e., without distance) profiles at once. Given a user ID that is contained within the received profile data, all services then have a manner to request a user’s full profile permanently and at any time. Next to the 8 apps that have full profile access in the UI (as discussed above), the 7 other apps offer a specific API endpoint that also enables continuous profile access. Only Badoo and Bumble generate a unique user ID for each other user, meaning user IDs cannot be shared between users (e.g., between the adversary’s Sybil accounts). However, Bumble offers the option to share a profile with another user, circumventing this unique user ID. 4 apps that offer pausing profile visibility to others will display an error message in the UI, but still fetch profiles in background API traffic. All these leaks enable and simplify large-scale, long-term, and stealthy profiling: for the many users that are returned with few API requests, the adversary can continuously request their profile, and sometimes even while remaining invisible to other users.

**User votes** 12 apps leak in API traffic whether another user has liked the user, before having voted oneself. (Only Tinder and LOVOO truly protect this field; Grindr does not have a truly similar concept of liking.) This leak of likes contrasts with users’ perception that another (free) user must first vote before they can know whether the other likes them. Badoo, Bumble, and Hinge leak this in the user profiles of the card stack. The other apps leak the like by embedding user IDs or full profiles in the data retrieved for showing the blurred profile photos of users who like them. (13 apps show full profiles of likers only to premium users.) The API responses of POF, Tagged, Hinge, and Hily contain the timestamp of the like. POF’s API additionally leaks how long the other user looked at a profile. Badoo, Tagged, Bumble, OkCupid, and Meetic leak whether another user disliked the user. Badoo and Tantan also leak another user’s popularity score and (for Tantan) their number of likes/dislikes in API traffic.

**Other fields** 7 apps leak the last activity time and 4 apps leak the account creation time in API traffic. Tinder will show the (optional) type of relationship to others only if they have also set the field, but leaks the value to all. For the wanting children field, Badoo leaks it to users with an incomplete profile, and Jaumo leaks it to users who have not set the field themselves. 4 apps leak gender and age filters in API traffic.

Table 6: Overview of data leaks for location.

<table>
<thead>
<tr>
<th></th>
<th>Tinder</th>
<th>POF</th>
<th>Meetic</th>
<th>Tagged</th>
<th>Grindr</th>
<th>Omegamatch</th>
<th>happn</th>
<th>Badoo</th>
<th>LOVOO</th>
<th>Bumble</th>
<th>Hily</th>
<th>OkCupid</th>
<th>Meetic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exact location</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
</tr>
<tr>
<td>Trilateration type</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
</tr>
<tr>
<td>Distance to other user</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
</tr>
<tr>
<td>City of recent location</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
<td>🔴⚫⚫⚫⚫</td>
</tr>
</tbody>
</table>

5.4.3 Exfiltration Leaks

Badoo and Bumble are vulnerable to an exfiltration leak where the ‘projections’ field in an API request can be altered to force the fetching of additional data fields. Through this avenue, Bumble then leaks whether a user was recently active, their last activity time, and their filters; for Badoo, this leaks the last activity time and number of (dis)likes.

5.5 Location

The apps in our scope rely on a user’s location and the proximity to others to select those other users that will be presented. This implies that the service receives and stores the user’s (usually exact) location. A leak of this location can be particularly sensitive [14, 41, 52], e.g., if it reveals that a user visited locations such as clinics that might cause embarrassment [12]. Tracking a user’s location over time can also reveal frequently visited locations, which combined with temporal patterns may reveal, e.g., a user’s home or workplace [37, 41]. Moreover, the transition into the physical world can make such a leak outright dangerous [36]. A location leak

---

6We only consider regular likes, not ‘superlikes’, which is a usually paid feature to force the display of one’s like to the other in their UI.
enables personal safety threats (Section 3.2) such as stalking, harassment, physical violence, or prosecution.

While early versions of some LBD apps leaked exact coordinates to others [63, 77], our analysis shows that by now, only Tantan suffers such a leak, and then only the coordinates at the (one) time of matching someone, with only that match. Instead, apps use the distance between users, which they will display (Table 6) and/or provide as filters. However, lacking sufficient protections, the availability of distances can still lead to the inference of a user’s location. This is done through trilateration: given three tuples of positions \(P\) and their distances \(D\) to the user’s location \(L\), \(L\) will be at the intersection of the three circles with radius \(D\) and center \(P\).

We define three types of trilateration, and apply these definitions throughout the rest of the section:

1. **Exact distance trilateration**: Services reveal the exact distance (accurate to the meter) to other users. Adversaries can then spoof their location to three random positions. Using these locations and the distances to the victim as revealed by the service, the adversary can trilaterate the victim [66].

2. **Rounded distance trilateration**: As a countermeasure, some services only reveal rounded distances to another user (e.g., to 1 km). Adversaries then spoof their location to some random starting position, and then incrementally shift in a certain direction until the reported rounded distance changes, doing so three times [103]. If attackers can determine the rounding method (i.e., flooring, rounding, or ceiling) – e.g., by first trying the attack on their own controlled accounts –, they will subsequently know the corresponding exact distances to a victim, namely at the three positions where the reported distance changed. With these locations and exact distances, the adversary can trilaterate the victim.

3. **Oracle trilateration**: Adversaries use an oracle that indicates through a binary signal whether a victim is located within proximity, i.e., when they are within a defined “proximity distance” from the attacker. This distance can either be a fixed distance set by the service, or a distance that the attacker can select (e.g., through a filter). Initially, the adversary roughly estimates the victim’s location (e.g., the city of the victim as displayed in the UI, Table 6), and places themselves in this location to be within proximity. The attacker then incrementally moves themselves until the oracle indicates that the victim is no longer within proximity, and this for three different directions. The attacker now has three positions with a known exact distance, i.e., the preselected proximity distance, and can trilaterate the victim. In our approach, we deviate from the state of the art [103] by using a simpler method. Our argument is that, in the context of LBD apps, we do not need to resolve the “Disk Coverage Problem” as we have an approximate location, leading to a reduction in API requests. Furthermore, we avoid any unusually large movements, as this could trigger detection [55]. The combination of these factors decreases the risk of malicious activity being detected.

Historically, LBD apps had a bad track record in terms of enabling trilateration and leaking users’ exact locations. Exact distance trilateration was shown to work on Tinder (in 2014 [144]), POF (2014 [111]), Grindr (2014 [51, 138] and 2018 [74]), and LOVOO (2019 [135]). Rounded distance trilateration used to work on Bumble (in 2021 [64]). We now re-evaluate these attacks to observe whether LBD apps have since reduced their location privacy risks. We find that we can successfully retrieve a (quasi) exact location for 6 apps.

**Exact distance trilateration** Grindr is susceptible to exact distance trilateration, accurate to at least a 111 m by 111 m square (at the equator). This accuracy is reduced by local generalization, implemented by rounding user (latitude/longitude) coordinates to three decimal places before sending them to Grindr’s servers, meaning they will never know a user’s exact location. Nevertheless, we consider this rounding insufficient, especially in sparsely populated areas. Moreover, while users can enable hiding their distance from other users, this distance can still be inferred as the grid is sorted by distance. It was previously known that two colluding accounts can put themselves before and after a user to bound the distance [65]. We find a novel way that enables distance inference with only one account, by iteratively manipulating the minimum distance parameter of the grid retrieval endpoint. This enables exact distance trilateration even for users with hidden distances, including in countries such as Egypt where Grindr considers the safety of its LGBTQ users at high risk and therefore always hides distances [59].

**Rounded distance trilateration** happn displays a rounded distance in the UI, while leaking a higher-precision distance in their API, rounded up to the nearest value in a set of incrementing distances: 249, 499, 999, 1999, . . . m. Both enable rounded distance trilateration, the latter with fewer iterations.

**Oracle trilateration** Badoo, Bumble, Hinge, and Hily are all susceptible to oracle trilateration. In all these apps, the distance filters serve as the proximity oracle, as the filters use exact distances. For Hinge and Hily, this happens despite distances being hidden in the UI, highlighting how one cannot assume that hiding distances solves trilateration vulnerability, as subtle ‘side channels’ may still enable trilateration.

**No vulnerability discovered** Tinder and LOVOO thwart trilateration by implementing “grid snapping” [77, 103, 125] to significantly reduce the accuracy of displayed distances. This grid system divides the physical space into smaller grid cells (for Tinder: 1 × 1 mile, for LOVOO: 1 × 1 km). All coordinates inside a cell are then mapped to its center (Tinder) or right side (LOVOO), and these mapped approximate coordinates are used for distance calculation, making all forms of accurate trilateration impossible. This was previously confirmed for Tinder [22, 63] and LOVOO [135].
POF and Meetic do not access the exact GPS location, instead relying on user input for their location at the town level. MeetMe, Tagged, and OkCupid do access the exact GPS location, but convert it to the closest town. The distances used on these services are therefore between two users’ town centers, making all forms of accurate trilateration impossible. We could not reverse engineer the API message signatures for Tantan and Jaumo. As a result, we could not systematically spoof our location to test trilateration.

5.6 App-centric Summary

We now summarize our findings from the perspective of the per-app privacy posture. In terms of intended sharing, we compare the extent of collecting personal and sensitive data, and the user freedom in doing so. Profiles on POF, Meetic, OkCupid can contain the largest amount of data, supporting up to 23 different fields, of which up to 11 fields are sensitive. This may be due to their origins as traditional online dating platforms that use more extensive profiles. All these apps are also owned by the same owner, Match Group (Appendix A), as is the app with the next largest amount of fields (Hinge, 21 fields). Comparatively, Tantan (9 fields) and LOVOO (12), and Tagged (13) support the fewest (sensitive) fields. Tagged also stands out in supporting no health-related fields. While Grindr also has few (13) fields, these comprise very sensitive attributes, including HIV status and sexual preferences. Nevertheless, disclosure of these fields is seen as beneficial by Grindr’s primary audience of gay and bisexual men [143, 151]. Moreover, privacy and anonymity on Grindr may be preserved through other means: notably, all fields are optional. This may result in a lower prevalence of data sharing: for example, only 13% of Grindr users used their real name [127] (compared to 70% on Tinder [19]). However, from the perspective of the adversary, the possibility to leave their profile empty also increases their stealth. In terms of a user’s choice to share data, POF, Hily, and Badoo go the furthest in requiring many fields that are optional or missing on other services, including sensitive data such as smoking, alcohol or drug use, and religious beliefs. All other apps except Grindr require 3 to 6 fields. Note that even if fields remain optional, other users might still expect that these are disclosed [150], potentially reducing the actual user choice.

In terms of inadvertent sharing, API leaks introduce privacy breaches, even though excessive leakage through APIs is a well-known issue, e.g., being part of the OWASP API Security Top 10 [155]. Even the largest apps are not immune to such vulnerabilities. Non-binary genders leak on Tinder, while Badoo (and Bumble) are vulnerable to exfiltration leaks. The latter two services have been aware of these leaks since 2020 [117], but do not appear to have fully fixed them. Apps do protect personal and sensitive data relatively well, with most traffic or exfiltration leaks affecting only app usage data. Notable exceptions that are leaked relatively often are gender (8 apps), and sexual orientation (4 apps), a sensitive field. Interestingly, almost all implementations of data sharing reciprocity fail. Tinder, Badoo, and Jaumo leak attributes that are hidden for other users while one’s own profile is incomplete. Similarly, if the adversary hides their profile, they can still fetch profiles on 6 apps, enabling stealthy data gathering.

These privacy postures extend to location data. Oracle trilateration is the most powerful inference method: while most apps have implemented measures to protect distances, the ability to do binary proximity testing causes them to remain vulnerable. For all services where we were able to execute our experiments but that were not vulnerable to trilateration, users’ locations were protected by calculating distances to a generalized point, i.e., a nearby town center or a point on a grid, therefore omitting exact location from the distance computation and making its retrieval impossible. Finally, all apps except OkCupid will also fetch multiple profiles at once. This may be for efficiency reasons, i.e., to reduce the number of server requests. However, together with the ability to permanently request a user’s profile at any time, and easily create accounts, these data exposures and leaks enable large-scale, long-term, and stealthy profiling of LBD app users, allowing the adversary to collect personal data on many users at once as well as data that is presumed to be hidden.

6 Privacy Policies

In our final analysis, we examine how privacy policies of LBD apps discuss and acknowledge personal data collection and potential leaks and compare this with real-world behavior. One aspect of the lawful processing of personal data in the GDPR is transparency [115]. Articles 13 and 14 lay out the information that the data controller (here the LBD app’s provider) must communicate to the data subject (here the user), such as the categories of personal data being processed and the legal basis. Typically, web services and applications include this type of information in a privacy policy. Together with the Terms of Service (ToS), the privacy policy is displayed to users before they create an account.

This raises the question of how LBD apps inform their users about the collection, sharing, and security of personal and sensitive data. To determine this, we read the privacy policies, ToS, and related documents for all 15 LBD apps in scope. We systematically check whether the documents meet the information requirements in the GDPR and whether they contain any information about the processing of personal data including special categories (per the GDPR’s article 9), the use of location data, and (controls for) the potential risks of sharing personal data with the application or with other users.

Processing of personal data of users All apps have a privacy policy, and these policies generally meet legal requirements for informing users. However, the level of detail differs between apps. For instance, the privacy policy of Hily dis-
plays a detailed table with each specific piece of processed information, along with the source, purpose, and legal basis for the processing, while Tinder includes a non-exhaustive list of pieces of information being processed for each listed purpose. 12 privacy policies mention that the LBD app will be processing sensitive data. The legal basis for processing is mostly consent, and sensitive attributes are stated to be optional. However, it seems highly likely that the user would need to provide at least their sexual orientation in order for the app to properly function, contradicting that this sensitive attribute would be optional.

Location data For 9 LBD apps, the privacy policy contains information about revoking consent for the processing of personal data. Out of those apps, 3 mention that the user is free to decline geolocation permissions but that some services might then not work properly, happn and LOVOO’s privacy policies state that an alternative way to determine location will be used if the application cannot access the GPS location of the phone. MeetMe and Tagged mention the possibility of hiding a user’s exact location from others in the profile settings. Finally, the privacy policies of 6 apps do not inform users about the consequences of revoking the geolocation permission. When testing this in practice, only 3 applications will not show other profiles without the geolocation permission. For the other 12 apps, the user is proposed to manually specify the town they live in as an alternative location. Interestingly, Grindr’s privacy policy warns users that a location inference attack might be possible; other than that, no application discusses the privacy risks or potential mitigations specifically for inference attacks on location data.

Privacy controls Some LBD apps provide more guidelines and control for privacy than others. 6 apps mention in their privacy policy that users can set at least part of their profile to private. This benefits the users’ privacy in the sense that the user matching process is improved without making additional data visible to other users. In practice, 2 of those 6 apps allow the user to hide (at least part of) their profile, and POF provides the option to hide one specific attribute from other users (i.e., gender). The remaining 3 apps also include some profile hiding features, but only upon payment as part of their premium subscription. Additionally, the user can hide a single attribute in 3 more apps, but do not mention this possibility in their privacy policies.

Next to this, 7 privacy policies warn about sharing data with other users. They mostly advise users to be cautious when sharing personal information on their public profile or with other users. Only LOVOO and Bumble explicitly list which types of user data might be visible to other users. Some other apps discourage users from sharing certain types of personal information such as their address, full name, or email, and even prohibit the sharing of financial information such as credit card numbers in their ToS.

7 Discussion

7.1 Functionality versus Privacy

In LBD apps, there is an inherent tension between maintaining one’s privacy and engaging in sufficient self-disclosure to enable forming relationships [48]. LBD app users find it important that profiles contain certain information [6], and use the (sensitive) profile data to filter potential partners on desired traits [28] and search for more information about them [48], to ultimately decrease uncertainty, increase trust, and improve feelings of personal safety [28, 30, 109, 140]. In return, users readily share information themselves [28, 45]. Information disclosure may also (be believed to) result in more success on the platform [58, 118, 142], potentially further encouraging data sharing. Some may opt to self-disclose even sensitive information upfront: e.g., transgender users to avoid physical danger when meeting in-person [43], and users with disabilities to filter out potential partners who would be uncomfortable with their disability [107]. Expectations on information disclosure depend on the context [112], and arguably, online dating is a context where a large amount of disclosure may be expected, not perceived as concerning, and even perceived as beneficial.

Nevertheless, LBD apps entail specific privacy risks [131, 132], and privacy has been found to be a main concern for LBD app users [30, 50, 84]. Users’ concepts of social privacy violations were more concrete compared to institutional privacy [15, 49, 82, 97, 134], aligning with our adversary model. Users actively limit the information they disclose on LBD apps to maintain their (social) privacy [15], or provide false information for privacy reasons [19], e.g., if they worry about being recognized by people they know [15, 28, 48], or that an unknown individual tracks them down [109]. User sensitivity to data exposure also differs for each attribute [6]. Limiting disclosure may be particularly pertinent to certain (higher-risk) populations [102]. For example, women are at higher risk of online stalking and harassment [23], and were more concerned about (location) privacy than men [4, 50]. LGBTQ people also face higher risks [128], and they may not want to be discovered on LBD apps if they are not out [13, 30, 49, 143] or face prosecution [129]. In general, online dating represents a very sensitive context, encompassing intimate relationships and data sharing with strangers [48], with users generally being unaware of who is observing their data, due to the adversary’s potential stealth.

LBD app users may also experience pressure to disclose data. On the one hand, they may feel forced by other users [48, 146], even for very sensitive data such as HIV status [151]. On the other hand, LBD apps nudge towards data sharing, purportedly to improve matching others [147]. For example, Hinge tells users that “the more you share, the better your matches will be”. Default visibility may also lead to additional sharing: for example, out of Hinge’s 20 hideable fields,
12 are visible by default; this is particularly important as the majority of users tend to not change default settings [53]. Ultimately, LBD apps users desire the choice to disclose personal or sensitive information [150]. We believe LBD apps should enable users to consciously make that choice (controlling intended sharing) as well as maximally protect users’ data if they choose not to disclose (preventing inadvertent sharing). In this light, we consider our findings to be important in that they make users better aware of the actual data sharing practices on LBD apps. While (intended) data sharing is a crucial part of the functionality of LBD apps and may align with users’ privacy expectations [79], and there are genuine benefits regarding safety, these must be balanced with the genuine privacy concerns and risks that users may face when using LBD apps. An interesting avenue for future work would therefore be to analyze users’ privacy perceptions of LBD apps given awareness of our findings, both in terms of exposure (intended sharing) and leaks (inadvertent sharing). For example, such a user study has previously shown that mobile users find opaque data sharing with third parties “creepy” [121]. Similarly, our findings may make users reconsider their privacy stance regarding these apps and use more caution in sharing their personal data – including their location – on these apps, helping to reduce the mismatch between perceived privacy risks and actual behavior [28, 112, 130]. At the same time, we hope that our findings will lead to improved privacy precautions by the LBD apps themselves, including applying additional countermeasures to prevent user data leaks in the future.

7.2 Countermeasures

Our analysis shows that the APIs for several apps suffer traffic and exfiltration leaks that cause privacy breaches that users are unlikely to be aware of. To prevent these inadvertent data leaks that violate users’ privacy expectations about LBD apps [79, 134], services should harden their APIs [155] by limiting the exposed API endpoints, enforcing proper access control, and ensuring that no unnecessary (i.e., not displayed) attributes are sent in API responses. Specifically for locations, services should implement techniques to prevent trilateration and other attacks that reveal a user’s exact location. For example, they could apply spatial cloaking, such as snapping to grids [77, 103, 125] or nearby towns before computing distances between users; the real-world deployment of this mitigation (Section 5.5) shows that this does not overly impede functionality. A suite of academic work develops protocols for privacy-preserving proximity testing that allow for approximate location information to be released while protecting an exact location, see, e.g., [7, 93, 124, 136].

LBD apps could also increase friction for adversaries to gather data (at a large scale). This can range from requiring a phone number and email address, requiring account or face verification, rate limiting [105] or verifying API requests, detecting fake or rapidly shifting locations [9, 55, 105], to detecting malicious accounts [62, 133]. However, these techniques mostly serve to annoy the adversary, and may not meaningfully prevent a motivated attacker from executing their attack. For example, the advent of deepfakes and AI-generated images may make face verification decreasingly robust [76]. Some services sign messages to verify authenticity, although the inherent fact that this must occur client-side makes these signatures vulnerable to reversing (as we observed ourselves). Rate limiting is also easily circumvented by multiple (Sybil) accounts [145, 156], especially since there is no need for establishing a social connection beforehand [103]. Concurrently, these countermeasures increase friction for legitimate users to create accounts, and force them to share more data, defeating the privacy goals.

LBD app users should have maximal visibility and control over what they share with others. Profile data could be hidden by default, requiring that users consciously enable sharing it. Users could also have the option to show sensitive data only in a second phase (e.g., after matching), as to not broadcast this data to all users. Apps could also add the option to only see and be seen by verified accounts (as already exists on, e.g., Jaumo). All apps should clearly, explicitly, and repeatedly ask if users want to share their current location (especially if that location might be sensitive) [40], or provide the option to only share an approximate location (e.g., town center).

In the end, the most effective strategy is to not have data in the first place. The most popular LBD app, Tinder, lacks certain sensitive data attributes that are common on other apps, such as height, racial or ethnic origin, political opinions, and religious or philosophical beliefs, and snaps user locations to a grid, making the displayed distance only a coarse approximation; yet people still use it. By protecting data before it is sent to the service, it is impossible to expose or leak it, and users’ privacy is maximally protected.

7.3 Responsible disclosure

We responsibly disclosed our findings to the vendors of all 15 apps, sending a draft of this paper and a list of concrete vulnerabilities (i.e., traffic and exfiltration leaks) for that app, by email to designated security addresses if available or else a general support address. Vendors for 10 out of the 15 apps immediately acknowledged receipt, indicating their responsiveness to security and privacy matters; after retrying our disclosure after five months, two more apps acknowledged receipt. Of these 12 apps, 9 engaged in substantial and productive discussions regarding our discovered leaks, and indicated that they had deployed concrete fixes. These interactions emphasize the tangible results of our collaborative engagement with these vendors, underscoring the concrete strides taken to enhance the overall privacy of the LBD app ecosystem.
8 Conclusion

Through a systematic analysis of 15 popular LBD apps, we find that they routinely expose personal data to other users. While users may feel compelled to share such data, there is a particular risk when APIs leak data hidden in the UI as well as exact user locations, as users will not be aware that they are sharing this data, which can lead to additional harm. Additionally, the apps’ privacy policies generally fail to inform users about these privacy threats and leave the burden of protecting personal (sensitive) data to the users. We hope that the awareness that we bring of these issues will lead LBD app providers to reconsider their data gathering practices, protect their APIs from data leaks, prevent location inference, and give users control of their data and therefore ultimately their privacy.
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A LBD App Versions

Table 7 lists the version numbers used for testing our LBD apps in scope, as of January 2023. For web apps, we search a version number on the web page or in its HTML source; we mark the version as 'unknown' if we do not find such a version number. For mobile apps, we use the version number of the APK downloaded from the Google Play Store.

<table>
<thead>
<tr>
<th>Name</th>
<th>Owner</th>
<th>Web app</th>
<th>Mobile app</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tinder</td>
<td>Match Group</td>
<td>4.3.1</td>
<td>14.1.0</td>
</tr>
<tr>
<td>Badoo</td>
<td>Bumble Inc.</td>
<td>1.0.0.28116</td>
<td>5.304.1</td>
</tr>
<tr>
<td>POF</td>
<td>Match Group</td>
<td>2.8.0-b9961</td>
<td>4.85.1.1510401</td>
</tr>
<tr>
<td>MeetMe</td>
<td>The Meet Group</td>
<td>5.44.3</td>
<td>14.49.0.3795</td>
</tr>
<tr>
<td>Tagged</td>
<td>The Meet Group</td>
<td>unknown</td>
<td>9.58.0</td>
</tr>
<tr>
<td>Grindr</td>
<td>Grindr LLC</td>
<td>N/A</td>
<td>9.0.0</td>
</tr>
<tr>
<td>Tantan</td>
<td>Hello Group Inc</td>
<td>N/A</td>
<td>5.6.1.4</td>
</tr>
<tr>
<td>Jaumo</td>
<td>Joyride GmbH</td>
<td>N/A</td>
<td>2023011.0</td>
</tr>
<tr>
<td>LOVOO</td>
<td>The Meet Group</td>
<td>unknown</td>
<td>141.1</td>
</tr>
<tr>
<td>happn</td>
<td>happn SAS</td>
<td>2022.9.1</td>
<td>26.29.1</td>
</tr>
<tr>
<td>Bumble</td>
<td>Bumble Inc.</td>
<td>1.0.0.28116</td>
<td>5.300.0</td>
</tr>
<tr>
<td>Hinge</td>
<td>Match Group</td>
<td>N/A</td>
<td>9.13.1</td>
</tr>
<tr>
<td>Hily</td>
<td>Hily Corp.</td>
<td>N/A</td>
<td>3.6.9</td>
</tr>
<tr>
<td>OkCupid</td>
<td>Match Group</td>
<td>unknown</td>
<td>73.1.0</td>
</tr>
<tr>
<td>Meetic</td>
<td>Match Group</td>
<td>unknown</td>
<td>5.86.4</td>
</tr>
</tbody>
</table>


